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T is a polynomial 
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Will revisit in more detail in next lecture. 
Fact that arbitrary network failures prevents consensus is trivial. Network can split into two isolated parts that each 
must reach agreement by liveness, but can be on different values because they are isolated, so either consistency 
or liveness is violated. 

More subtle impossibility is the FLP impossibility, which says that in a network where at most one server fails and 
every message between non-failed servers are eventually delivered, it is still impossible to solve the consensus 
problem. Therefore we cannot hope to solve it for some bound on the number of server failures.  
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Problem is that a malicious proposer could send different tx values to different severs! 
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Probability 1/D that H(c, r) falls in range [0, 2^256/D). Expected number of trials is D. 
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Probability 1/D that H(c, r) falls in range [0, 2^256/D). Expected number of trials is D. 
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45 * 10^9 * 10^9 hashes/second 
= 45 * 10^18 hashes/second 
=  2.7 * 10^21 hashes / ten minutes 

D ~ 2^{74.5}
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Beautifully simple! 
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Probabilistic reasoning that after sufficiently deep transaction will not be reversed, as long as majority of work 
performed by honest miners 

24



Probability of privately mining longest chain faster than honest portion of network degrades exponentially 
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